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1. Introduction

Artificial Intelligence (Al) as a research field within Computer Science is entering its
63rd year at the time of completing this thesis, with the famous Turing Test (Turing
1950) nearing its 70th year and with that its argued obsolescence (Schmelzer 2018). As
media becomes more and more aware of machine generated output passing as or sur-
passing humans in more and more contexts (Merchant (2015), Davies (2016), Borowiec
and Lien (2016), Nieva (2018), Weiner (2018)), computer generated content is becom-
ing harder to detect even with the help of machines, as evidenced by top Al conferences
like the Thirty-sixth International Conference on Machine Learning (ICML 2019) hold-
ing workshops for their detection !, important workshops like PAN creating shared tasks
to distinguish between machine and human generated content 2, and researchers becom-
ing increasingly concerned about releasing their trained neural language models as they
could be used maliciously, for propaganda (Radford et al. n.d., Zellers et al. 2019).

Initially a subfield of AI, Machine Learning (ML) slowly detached from the origi-
nal goal of imitating human intelligence and turned to solving specific tasks with data
driven techniques. It soon became apparent to researchers within ML, informed by var-
ious theories of mind, that learning from past data a generalizing hypothesis and then
making predictions on future data based on this hypothesis — the main purpose of a su-
pervised ML model — wasn’t the only ingredient to human intelligence so the ML field
matured into learning as a way of solving specific tasks, rather than seeking an Artificial
General Intelligence (AGI) (Deutsch 2012). In the last few years, however, ML research
has come full circle with papers such as Graves et al. (2014) incorporating the Turing
Machine into Recurrent Neural Networks (RNNs) and Gross et al. (2017) comparing
Generative Adversarial Networks (GANSs) to the Turing Test itself, and the community
at large shifting from supervised learning over feature engineered models for specific
tasks to semi-supervised and fully unsupervised Deep Neural Network (DNN) models
capable of transferring learned skills from one task to the other (Weiss et al. 2016, Tan
et al. 2018) or generalizing from a few examples (Ren et al. 2018), thus drawing nearer
to the seeming ultimate goal of AGI.

One research area within Computer Science that intersects with Machine Learning
but is considered as old as Al, due to the Turing Test’s requirement that the human-
machine interaction be done via text, is Natural Language Processing (NLP). The goal
within NLP, confused in recent years with the general Al goal of imitating human in-
telligence (Metz 2015), is to make the communication between computers and typical

human users, as opposed to expert users (i.e. programmers), more natural (Deangelis
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2014). Specifically, this means that between the computer, operated through formal lan-
guages (i.e. programming languages) and the human individual, cooperating with other
individuals through natural language, NLP strives to find a happy medium. When we
assume this to be the over-arching goal of NLP and observe it in the context of the over-
abundance of textual data on the Internet, it becomes easier to understand the definition
and solution of many tasks and subfields within NLP over the decades: Machine Trans-
lation, Information Extraction, Information Retrieval, Question Answering, Speech to
Text, Text Classification, etc. One issue has remained constant within NLP as it is
part of a larger issue within statistical ML: representing linguistic information digitally
(Bowman et al. 2017). The complexity of this issue reveals itself when we look at tasks
or languages with high variability in the data, with sparsity exhibited in the feature (i.e.
input) or class (i.e. output) space, as data is abundant but not in the ways we would
hope it to be (Jain 2016).

Modeling unit level variation (alternation) in NLP has been a great issue. In lan-
guages with rich inflectional morphology, NLP has seen tasks like stemming or lemma-
tisation attempt to algorithmically reduce the inflected word (e.g. learns) to its unin-
flected form (e.g. learn) to improve term-frequency inverse document frequency (TF-
IDF) methods of representing text in Information Retrieval tasks (Kamps et al. 2004),
or to shrink the size of the vocabulary and thusly reduce the sparsity of the feature
space in bag-of-words models, used in Text Classification. In diachronic linguistics and
language similarity, the change of the same word through time or from one language
to another are important linguistic phenomena that need to be modeled accurately for
downstream tasks within NLP areas like Machine Translation (Kondrak et al. 2003,
Ciobanu and Dinu 2014). In stylistics and forensic or social linguistics, being able to
model variation within the style of one author (i.e. idiolect) or one population group
(i.e. language variety or dialect) is essential in Author Profiling or Deception Detection
tasks (Coulthard (2004), Wright (2014), Zampieri et al. (2018)). Even more, in Natural
Language Understanding (NLU) or Inference (NLI) tasks, researchers seek to model
alternation of meaning at the sentence or discourse level and disentangle it from the
style in which it is delivered (Wang et al. 2019).

The over-arching topic of this thesis is that of linguistic alternation. We look at com-
putational ways to model alternations in the context of linguistic identity and present
our works in Computational Morphology, Machine Translation, Information Extraction,

Author Profiling and Attribution, Natural Language Inference, and Text Classification.



2. Contributions

In this thesis, we present and expand upon our published work. The complete list of 21
publications can be found in the List of Publications. In what follows, we summarize
our main contributions.

In Computational Morphology, we proposed a weakly supervised learning method
for predicting the inflection of nouns (Sulea 2016) and verbs (Dinu et al. 2011, 2012b) in
Romanian, a morphologically rich language. We introduced a novel way of modeling
inflection patterns using fixed sets of regular expressions with which we labeled our
noun and verb datasets and trained linear Support Vector Classifiers (SVC) on character
level n-grams extracted from the uninflected forms to predict their inflection classes.
We showed that the character n-grams, especially when emphasizing the ending of the
uninflected word by appending an artificial ending marker, are sufficient features to
accurately predict the verbal class and slightly less powerful in predicting the nominal
class for Romanian. We posit that the issue lies in a richer inflection for partially-
irregular Romanian nouns. We show that, while we can predict the inflection class
from the uninflected form, the reverse does not hold. Namely, we cannot generate the
inflected forms accurately if we start off from the inflection class rules and the infinitive.

We also defined morphological inflection as a sequence labeling task and consid-
ered each character within the uninflected form as a label or type of letter: the graphical
character ¢ in the verb a cdnta (to sing) now becomes the label t, (Dinu, Sulea and Nic-
ulae 2013). We used Conditional Random Fields (CRF) to predict the label for each
character in the infinitive of Romanian verbs and showed that this leads to improve-
ments in the over-arching inflection learning problem, but does not alleviate the need
for hand-crafted labeling systems, an issue also with the weakly supervised method.

We explored the influence of lexical and phonological ambiguity on inflection by
presenting our gender classification system for Romanian nouns (Dinu et al. 2012d,a)
and our sequence labeling system for Romanian syllabication (Dinu, Niculae and Sulea
2013). We then show the applicability of a sequence to sequence (Seq2Seq) deep learn-
ing model to the task of morphological inflection learning and syllabication (Sulea et al.
2018), improving upon the performance of our previous inflection learning models and
requiring less human supervision.

Finally, we proposed an unsupervised method to generate the full inflection of verbs
in Romanian, Spanish and Finnish (Sulea et al. 2019) and nouns in Romanian, German
and Finnish (Sulea and Young 2019) using neural language modeling.

At the phrasal level, we proposed a way to train bilingual word embeddings such
that the representation of the same Named Entities in different languages stays similar
(Sulea et al. 2016), this leading to improvements in Name Entity Translation and cir-

cumventing the need to build Named Entity Recognition systems for multiple languages



separately. We also looked at entailment of short text coming from Twitter and showed
that, even though the topic stays the same, language shift on Twitter occurs too quickly
for entailment models to remain robust over time (Sulea 2017).

Also related to language change, we introduced a reliable method for temporal text
classification of Romanian literary texts (Ciobanu, Dinu, Sulea, Dinu and Niculae 2013,
Ciobanu, Dinu, Dinu, Niculae and Sulea 2013) and showed that the same strategies are
not as robust for French text coming from the legal domain (Sulea, Zampieri, Malmasi,
Vela, Dinu and van Genabith 2017, Sulea, Zampieri, Vela and van Genabith 2017).
Within the legal domain, we also present our classifier capable of predicting the French
Supreme Court’s ruling in a case, given its description. For this purpose, we also present
our technique for reducing the label space by using hierarchical clustering and choosing
a higher level cut-off in the dendogram.

At the author level, we introduced a model to distinguish between literary texts from
one author and pastiches (spoofs) made by others (Dinu et al. 2012¢). We also present
our models to accurately predict demographic characteristics of microblog users based
on their text output (Sulea and Dichiu 2015).

At the language level and beyond, we introduce a method to distinguish between
different varieties of Portuguese (Zampieri et al. 2016) and we also introduce a method
to identify URLSs pointing to websites that contain malicious content (Sulea et al. 2015),
showing that URLs can also very accurately be described based on punctuation and
similar text classification techniques can be applied. We also used the same technique
as in Chapter 2 for neural language modeling to accurately generate novel, valid URLs.

Finally, we propose a modification to the Turing Test which we re-dub the Immortal-
ity Test. In essence, this modified form of the classic test of intelligence for an artificial
agent (i.e. computer) asks the validator (i.e. human) to switch from the original ques-
tion of man vs. machine and ask instead: myself or the machine? This way, we update
the test to account for the latest results in NLP of over-personalization and of training
neural language models on individual user data, but, most importantly, this modified
test for Al is designed to take into account the solipsistic view of human nature where

the only thing conscious validators can validate is themselves.

3. Thesis Outline

In the following, we present the outline of this thesis.

In Chapter 2, we discuss all our published work in the area of Computational Mor-
phology. In the first section, we explain the concept of morphologically rich languages
from the perspective of inflection. We explain the linguistic phenomena of apophony

and stem allomorphy. We exemplify these concepts on Romanian, German, and Span-



ish. We also discuss gender class and diphthong-hiatus ambiguity for Romanian.

In Section 2, we present two strategies for inflection learning: a weakly-supervised
model and a sequence labelling model. For the first, we present the inflection rules
created in order to label Romanian nouns and verbs and detail how we trained SVMs
to learn the association between the dictionary form of a word and its inflection rule
using only character n-grams of the uninflected form. We show that the reverse pro-
cess, meaning to generate the inflected forms from the inflection rule, is not feasible.
For the second strategy, considering inflection learning as a sequence labeling task, we
detail how we modeled each character within the dictionary form of a Romanian verb
as a label representing its alternation pattern and how we employed CRFs to predict
these labels. Section 3 discusses our work in noun gender classification and syllabica-
tion for Romanian, revealing the indirect influence gender and syllable structure has on
inflection.

Section 4 of Chapter 2 presents our work in modeling inflection as a sequence to se-
quence task and using a Recurrent neural Network (RNN) architecture. Finally, section
5 presents our efforts in generating all the inflected forms using no supervision from the
uninflected form alone. We show that this can be achieved for Romanian, Spanish and
Finnish verbs and Romanian nouns quite easily using an RNN-based language model
with an attention mechanism, and that the same is harder to achieve for German and
Finnish nouns. We also discuss our results from experimenting with tabula rasa and
pretrained language models.

Chapter 3 presents our works in modeling alternation at the phrase and sentence
level. Section 1 discusses our method of training bilingual word embeddings to trans-
late Named Entities, while section 2 discusses our neural network to determine whether
two tweets (short texts) are saying semantically similar or contradicting things. In Sec-
tion 2, we also look at the effect of data size and data distribution on the classifier’s
performance.

Chapter 4 discusses text level alternation. Section 1 focuses on our results in tem-
poral text classification for Romanian, while Section 2 dives deep into our work in legal
text classification. In this section, we present both a temporal classification model and
a model capable of predicting the legal area as well as the final decision from the de-
scription of a case. We also discuss our mechanism for dimensionality reduction of the
label space.

Chapter 5 looks at author level alternations and presents our work in Authorship
Attribution and Author Profiling. Section 1, specifically, presents our pastiche detection
experiments, while Section 2 discusses our gender, age and personality detection.

Chapter 6 looks at alternation between and beyond languages. The first section
presents our classifier capable of distinguishing between the three varieties of Por-

tuguese in journalist texts. The second section looks at our system for identifying URLs



pointing to malicious websites. Finally, the third section shows how training a neural
language model on a dataset containing URLSs leads to accurate URL generation.
Finally, in Chapter 7 we draw our conclusions, unify and distill our results, and
argue for the understanding of linguistic alternation as a universal characteristic of hu-
man generated data which can be successfully modeled. Here, we also introduce our

modification to the Turing Test, which we dub the Immortality Test.
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