Preface

The aim of this book is two-pronged. It addresses two different
groups of readers. The one is more theoretically oriented, interested in
the mathematics of smoothing techniques. The other comprises statisti-
cians leaning more towards applied aspects of a new methodology. Since
with this book I want to address both sides, this duality is also in the
title: Smoothing techniques are presented both in theory and in a mod-
ern computing environment on a workstation, namely the new S. I hope
to satisfy both groups of interests by an almost parallel development of
theory and practice in S.

It is my belief that this monograph can be read at different levels. In
particular it can be used in undergraduate teaching since most of it is at
the introductory level. I wanted to offer a text that provides a nontech-
nical introduction to the area of nonparametnc density and regression
function estimation. However, a statistician more trained in parametric
statistics will find many bridges between the two apparently different
worlds presented here. Students interested in application of the meth-
ods may employ the included S code for the estimators and techniques
shown. In particular, I have put emphasis on the computational aspects
of the algorithms. '

Smoothing in high dimensions confronts the problem of data sparse-
ness. A principal feature of smoothing, the averaging of data points in a
prescribed neighborhood, is not really practicable in dimensions greater
than three if we just have 100 data points. Additive models guide a
way out of this dilemma but require for their interactiveness and re-
cursiveness highly effective algorithms. For this purpose, the method
of WARPing is described in great detail. WARPing does not mean that
the data are warped. Rather, it is an abbreviation of Weighted Averag-
ing using Rounded Points. This technique is based on discretizing the
data first into a finite grid of bins and then smoothing the binned data.
The computational effectiveness lies in the fact that now the smooth-
ing (weighted averaging) is performed on a much smaller number of
(rounded) data points.

This text has evolved out of several classes that I taught at different
universities—Bonn, Dortmund, and Santiago de Compostella. I would
like to thank the students at these institutions for their cooperation and
criticisms that formed and shaped the essence of the book. In partic-
ular, I would like to thank Klaus Breuer and Andreas Krause from the
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University of Dortmund for their careful typing and preparation of the
figures and the S and C programs.

This book would not have been possible without the generous sup-
port of Friedhelm Eicker. The technique of WARPing was developed
jointly with David Scott; his view on computer-assisted smoothing
methods helped me in combining theory and S. Discussions with
Steve Marron shaped my sometimes opaque opinion about selection
of smoothing parameters. I would like to thank these people for their
collaboration and the insight they provided into the field of smoothing
techniques.

Finally I gratefully acknowledge the financial support of the Deut-
sche Forschungsgemeinschaft (Sonderforschungsbereich 303) and of the
Center for Operations Research and Econometrics (CORE).

Louvain-La-Neuve, January 1990 Wolfgang Hirdle



