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Abstract - The aim of this article is to prove some analytic inequality for log-
arithms and extend some existing results of the entropy to the weighted entropy,
with application in the coding theory.
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1 Introduction

Underlining the importance of Shannons entropy, it is necessary to notice
at the same time that this formula gives us the measure of information as
a function of the probabilities with which various events occur. But there
are many fields dealing with random events where it is necessary to take
into account both these probabilities and some qualitative characteristics of
events [5].

Often, in a physical experiment, it is very difficult to neglect the subjec-
tive aspects related to the various goals of the experimenter. At the same
time, the possible states of a system may differ considerably from the view-
point of a given qualitative characteristic. So it is necessary to associate
with every elementary event both the probability with which it occurs and
its qualitative weight. This qualitative characteristic of an event may be in-
dependent of the objective probability with which it occurs. These weights
may be either of objective or subjective character. Thus, the weight of one
event may express some qualitative objective characteristic, but it may also
express the subjective utility of the respective event with respect to the
experimenters goal.

So, well suppose that these weights are non-negative, finite, real numbers,
similar to the usual weights in physics or as the utilities in decision theory.

It is necessary to remember that the entropy like a measure of uncer-
tainly or information supplied by a probabilistic experiment depending on
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