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#### Abstract

We investigate the solvability of the Neumann problem with a nonlinear boundary condition. We distinguish two cases: concave and convex nonlinearity on the boundary. In the concave case we prove the existence of at least two solutions.
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## 1. Introduction

Let $\Omega \subset \mathbb{R}^{N}, N \geq 3$, be a bounded domain with a smooth boundary $\partial \Omega$. We consider the following Neumann problem

$$
\begin{cases}-\Delta u+u & =\mu Q(x) u^{2^{*}-1} \text { in } \Omega,  \tag{1.1}\\ \frac{\partial u}{\partial \nu} & =\lambda u^{q-1} \text { on } \partial \Omega, u>0 \text { on } \Omega\end{cases}
$$

where $Q(x)$ is a continuous and positive function on $\bar{\Omega}$. $\lambda>0$ and $\mu>0$ are parameters and $2^{*}=\frac{2 N}{N-2}$ denotes the critical Sobolev exponent. It is assumed that exponent $q$ satisfies $1<q<2^{* *}$, where $2^{* *}=\frac{2(N-1)}{N-2}$ is a critical Sobolev exponent for the trace embedding.

In recent years problems of the form (1.1) (with a nonlinearity at the boundary condition) have attracted considerable interest. These problems originate in the studies of optimal constants for the Sobolev trace embeddings, in the theory of quasi-conformal mappings on Riemannian manifolds and reaction diffusion problems [12], [13], [15], [6]. We also refer to papers [19], [17] and [24], where further bibliographical references can be found. Our goal is to investigate problem (1.1) in two cases: (i) $1<q<2$ (concave case) and (ii) $2 \leq q<2^{* *}$ (convex case). For the results in the case $q=2^{* *}$, we refer to papers [9], [10] and [21]. In the case of the Dirichlet problem, the first existence results have been obtained in [4]. In this case a concave - convex perturbation appears in the right hand side of the equation. Since then, problems involving concave nonlinearities have been studied by many authors (see [16], [20], [23] and bibliographical references given there).

We point out that we are mainly interested in the existence of positive solutions of problem (1.1). This problem can be regarded as a stationary state of the corresponding evolution equation. The right hand side of equation (1.1) contains a positive reaction term and the boundary condition involves a positive flux term through the boundary. In order to obtain equilibrium the left hand side of equation (1.1) contains a term $+u$ (see also [16]). In the final part of this paper we also consider problem (1.1) without the term $+u$ on the left hand side of the equation. To obtain positive solutions in this situation, we assume that the coefficient $Q(x)$ changes sign.

Throughout this work we use standard notations. The norms in the Lebesgue spaces $L^{p}(\Omega), 1 \leq p<\infty$ are denoted by $\|\cdot\|_{p}$. The symbol $|A|$ stands for the Lebesgue measure of a set $A \subset \mathbb{R}^{N}$. The Hausdorff $N-1$ dimensional measure is denoted by the same symbol. In a given Banach space $X$, we denote strong convergence by " $\rightarrow$ " and weak convergence by $" \rightharpoonup "$. The duality pairing between $X$ and its dual space $X^{*}$ is denoted by $\langle\cdot, \cdot\rangle$. Solutions of problem (1.1) are sought in the Sobolev space $H^{1}(\Omega)$. We recall that by $H^{1}(\Omega)$ we denote the usual Sobolev space equipped with norm

$$
\|u\|^{2}=\int_{\Omega}\left(|\nabla u|^{2}+|u|^{2}\right) d x
$$

The paper is organized as follows. In Section 2 we give a nonexistence result in the concave case. In Sections 3 and 4 we discuss the existence of solutions in the concave case. Our approach is based on the Ekeland variational principle and the mountain-pass theorem (see [14] and [3]). Section 5 is devoted to the convex case. In the final Section 6 we investigate problem (1.1) without the term $+u$ on the left hand side of equation (1.1).

## 2. Nonexistence of positive solutions in the concave case

It follows from the regularity theory that solutions to problem (1.1) are continuous and positive on $\bar{\Omega}$ (see [17]). We put $Q_{M}=\max _{x \in \bar{\Omega}} Q(x)$ and $Q_{m}=\max _{x \in \partial \Omega} Q(x)$. For technical purposes we transform the unknown function $u$ in (1.1) to transfer a parameter $\mu$ to the boundary condition.

Let $v=\frac{u}{\beta}$, where a constant $\beta>0$ will be chosen in the following way. It is clear that $v$ satisfies

$$
\begin{cases}-\Delta v+v & =\mu \beta^{2^{*}-2} Q(x) v^{2^{*}-1} \text { in } \Omega  \tag{2.1}\\ \frac{\partial v}{\partial \nu} & =\lambda \beta^{q-2} v^{q-1} \text { on } \partial \Omega, v>0 \text { on } \Omega .\end{cases}
$$

We choose $\beta$ so that $\mu \beta^{2^{*}-2}=1$. With this choice of $\beta$ (2.1) becomes

$$
\begin{cases}-\Delta v+v & =Q(x){ }^{2^{*}-1} \text { in } \Omega,  \tag{2.2}\\ \frac{\partial v}{\partial \nu} & =\lambda \mu^{\frac{2-q}{2^{*}-2}} v^{q-1} \text { on } \partial \Omega, v>0 \text { on } \Omega .\end{cases}
$$

A solution $v \in H^{1}(\Omega)$ of (2.2) is understood in the weak sense

$$
\begin{equation*}
\int_{\Omega}(\nabla v \nabla \phi+v \phi) d x=\int_{\Omega} Q(x) v^{2^{*}-1} \phi d x+\lambda \mu^{\frac{2-q}{2^{*}-2}} \int_{\partial \Omega} v^{q-1} \phi d S_{x} \tag{2.3}
\end{equation*}
$$

for every function $\phi \in H^{1}(\Omega)$. An analogous definition applies to problem (1.1).

Proposition 2.1. Suppose that $1<q<2$. If

$$
\lambda \mu^{\frac{2-q}{2^{*}-2}}>\frac{\left(2^{*}-2\right)(2-q)^{\frac{2-q}{2^{*}-2}}|\Omega|}{\left(2^{*}-q\right)^{\frac{2^{*}-q}{2^{*}-2}} Q_{m}^{\frac{2-q}{2^{*}-2}}|\partial \Omega|}
$$

then problem (2.2) does not have a solution.
Proof. Suppose that $v$ is a solution of (2.2). We take as a test function in (2.3) $\phi=v^{1-q}$. Since $v>0$ on $\bar{\Omega}, v \in H^{1}(\Omega)$. We have

$$
\begin{equation*}
(1-q) \int_{\Omega}|\nabla v|^{2} v^{-q} d x+\int_{\Omega} v^{2-q} d x=\int_{\Omega} Q(x) v^{2^{*}-q} d x+\lambda \mu^{\frac{2-q}{2^{*}-2}} \int_{\partial \Omega} d S_{x} \tag{2.4}
\end{equation*}
$$

By the Young inequality we have for $\delta>0$

$$
\begin{aligned}
\int_{\Omega} v^{2-q} d x & \leq \frac{2-q}{2^{*}-q} \delta^{\frac{2^{*}-q}{2-q}} \int_{\Omega} v^{2^{*}-q} d x+\frac{\left(2^{*}-2\right)|\Omega|}{\left(2^{*}-q\right) \delta^{2^{*}-q}} \\
& \leq \frac{2-q}{2^{*}-q} \delta^{\frac{2^{*}-q}{2-q}} \frac{1}{Q_{m}} \int_{\Omega} Q(x) v^{2^{*}-q} d x+\frac{\left(2^{*}-2\right)|\Omega|}{\left(2^{*}-q\right) \delta^{2^{*}-q}}
\end{aligned}
$$

Choosing $\delta$ so that $\frac{2-q}{2^{*}-q} \delta^{\frac{2^{*}-q}{2-q}}=Q_{m}$, we derive the following estimate

$$
\int_{\Omega} v^{2-q} d x \leq \int_{\Omega} Q(x) v^{2^{*}-q} d x+\frac{\left(2^{*}-2\right)(2-q)^{\frac{2-q}{2^{*}-2}}|\Omega|}{\left(2^{*}-q\right)^{\frac{2^{*}-q}{2^{*}-2}} Q_{m}^{\frac{2-q}{2^{-}-2}}} .
$$

Inserting this inequality into (2.4) we obtain

$$
\lambda \mu^{\frac{2-q}{2^{*}-2}}|\partial \Omega| \leq \frac{\left(2^{*}-2\right)(2-q)^{\frac{2-q}{2^{*}-2}}|\Omega|}{\left(2^{*}-q\right)^{\frac{2^{*}-q}{2^{*}-2}} Q_{m}^{\frac{2-q}{2^{*}-2}}}
$$

and the result follows.

Lemma 2.1. Any solution to problem (2.2) with $1<q<2^{* *}$ satisfies the following estimates

$$
\begin{equation*}
\int_{\partial \Omega} v^{q-1} d S_{x} \leq \lambda^{-1} \mu^{-\frac{2-q}{2^{*}-2}} \frac{\left(2^{*}-2\right)|\Omega|}{\left(2^{*}-1\right)\left[\left(2^{*}-1\right) Q_{m}\right]^{\frac{1}{2^{*}-2}}} \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{m} \int_{\Omega} v^{2^{*}-1} d x \leq \int_{\Omega} Q(x) v^{2^{*}-1} d x \leq\left(2^{*}-2\right)\left(\frac{2}{2^{*}-1}\right)^{\frac{2^{*}-1}{2^{*}-2}} \frac{|\Omega|}{Q_{m}^{\frac{1}{2^{*}-2}}} \tag{2.6}
\end{equation*}
$$

Proof. Testing (2.3) with $\phi(x)=1$ we obtain

$$
\begin{equation*}
\int_{\Omega} v d x=\int_{\Omega} Q(x) v^{2^{*}-1} d x+\lambda \mu^{\frac{2-q}{2^{*}-1}} \int_{\partial \Omega} v^{q-1} d S_{x} \tag{2.7}
\end{equation*}
$$

Applying the Young inequality we get

$$
\int_{\Omega} v d x \leq \int_{\Omega} Q(x) v^{2^{*}-1} d x+\frac{2^{*}-2}{2^{*}-1}|\Omega| \frac{1}{\left[\left(2^{*}-1\right) Q_{m}\right]^{\frac{1}{*^{*}-2}}}
$$

Combining this inequality with (2.7) we derive (2.5). To derive the estimate (2.6) we use the Young inequality in the following way: for every $\delta>0$ we have

$$
\int_{\Omega} v d x \leq \frac{\delta^{2^{*}-1}}{\left(2^{*}-1\right) Q_{m}} \int_{\Omega} Q(x) v^{2^{*}-1} d x+\frac{\left(2^{*}-2\right)|\Omega|}{\left(2^{*}-1\right) \delta^{2^{*}-1}} .
$$

We choose $\delta=\left(\frac{\left(2^{*}-1\right) Q_{m}}{2}\right)^{\frac{1}{2^{*}-1}}$. We then get

$$
\int_{\Omega} v d x \leq \frac{1}{2} \int_{\Omega} Q(x) v^{2^{*}-1} d x+\frac{\left(2^{*}-2\right)^{\frac{1}{2^{*}-2}}|\Omega|}{\left(2^{*}-1\right)^{\frac{2^{*}-1}{2^{*}-2}} Q_{m}^{\frac{1}{2^{*}-2}}}
$$

This combined with (2.7) yields (2.6).
In the sequel we only use estimate (2.6).

## 3. Local minimization (concave case)

Since the nonlinearity at the boundary condition is concave we can expect the existence of at least two distinct solutions. Both solutions will be obtained as critical points of the variational functional

$$
J_{\lambda, \mu}(u)=\frac{1}{2} \int_{\Omega}\left(|\nabla u|^{2}+u^{2}\right) d x-\frac{1}{2^{*}} \int_{\Omega} Q(x)|u|^{2^{*}} d x-\frac{\lambda \mu^{\frac{2 q}{2^{*}-2}}}{q} \int_{\partial \Omega}|u|^{q} d S_{x} .
$$

It is clear that this functional is of class $C^{1}$ on $H^{1}(\Omega)$.
Throughout this paper we frequently use the following best Sobolev constants

$$
S=\inf _{H_{0}^{1}(\Omega)-\{0\}} \frac{\int_{\Omega}|\nabla u|^{2} d x}{\left(\int_{\Omega}|u|^{2^{*}} d x\right)^{\frac{2}{2^{*}}}}
$$

$$
S_{1}=\inf _{H^{1}(\Omega)-\{0\}} \frac{\int_{\Omega}\left(|\nabla u|^{2}+u^{2}\right) d x}{\left(\int_{\Omega}|u|^{2^{*}} d x\right)^{\frac{2}{2^{*}}}}
$$

and the best Sobolev constant for the trace embedding

$$
S_{q}=\inf _{H^{1}(\Omega)-\{0\}} \frac{\int_{\Omega}\left(|\nabla u|^{2}+u^{2}\right) d x}{\left(\int_{\partial \Omega}|u|^{q} d S_{x}\right)^{\frac{2}{q}}}
$$

for $1<q \leq 2^{* *}$. Here $H_{0}^{1}(\Omega)$ is the Sobolev space obtained as the completion of $C_{0}^{1}(\Omega)$ with respect to the norm

$$
\|u\|_{H_{0}^{1}(\Omega)}^{2}=\int_{\Omega}|\nabla u|^{2} d x
$$

In Proposition 3.1, below, we show that the functional $J_{\lambda, \mu}$ has a mountainpass structure.

Proposition 3.1. Let $1<q<2$. Then
(i) for every $\mu>0$ there exists $\lambda_{0}>0, \rho>0$ and $\kappa>0$ such that

$$
J_{\lambda, \mu}(u) \geq \kappa \text { for }\|u\|=\rho \text { and } 0<\lambda<\lambda_{\circ}
$$

(ii) for every $\lambda>0$ there exists $\mu_{\circ}>0, \rho>0$ and $\kappa>0$ such that

$$
J_{\lambda, \mu}(u) \geq \kappa \text { for }\|u\|=\rho \text { and } 0<\mu<\mu_{\circ} .
$$

Moreover, in both cases we have

$$
\begin{equation*}
\inf _{\|u\| \leq \rho} J_{\lambda, \mu}(u)<0 \tag{3.1}
\end{equation*}
$$

Proof. By the Sobolev embedding theorems we have

$$
J_{\lambda, \mu}(u) \geq \frac{1}{2}\|u\|^{2}-\frac{S_{1}^{-\frac{2^{*}}{2}} Q_{M}}{2^{*}}\|u\|^{2^{*}}-\frac{\lambda \mu^{\frac{2-q}{2^{*}-2}}}{q} S_{q}^{-\frac{q}{2}}\|u\|^{q} .
$$

First, we choose $\rho>0$ so small that

$$
\frac{1}{2}\|u\|^{2}-\frac{S_{1}^{-\frac{2^{*}}{2}} Q_{M}}{2^{*}}\|u\|^{2^{*}} \geq 2 \kappa
$$

for $\|u\|=\rho$ and some constant $\kappa>0$. It suffices now to choose either $\lambda_{0}>0$ small (for a fixed $\mu>0$ ) or a small $\mu_{\circ}>0$ (for a fixed $\lambda>0$ ) to obtain (i) and (ii). Finally, taking $t>0$ small enough we obtain

$$
J_{\lambda, \mu}(t)=\frac{t^{2}}{2}|\Omega|-\frac{t^{2^{*}}}{2^{*}} \int_{\Omega} Q(x) d x-\frac{\lambda \mu^{\frac{2-q}{2^{*}-2}}}{q}|\partial \Omega| t^{q}<0
$$

since $1<q<2$. This obviously implies (3.1).
We are now in a position to establish the existence of the first solution. In the proof we use the Ekeland variational principle [14] which generates a $(P S)_{c}$ sequence. We recall that a $C^{1}$-functional $\Phi: X \rightarrow \mathbb{R}$ on a Banach space $X$ satisfies the Palais - Smale condition at level $c \in \mathbb{R}\left((P S)_{c}\right.$ condition for short) if each sequence $\left\{x_{n}\right\} \subset X$ such that $\left(^{*}\right) \Phi\left(x_{n}\right) \rightarrow c$ and $\left({ }^{* *}\right)$ $\Phi^{\prime}\left(x_{n}\right) \rightarrow 0$ in $X^{*}$ is relatively compact in $X$. Finally, any sequence satisfying $\left.{ }^{*}\right)$ and $\left({ }^{* *}\right)$ is called a Palais-Smale sequence at level $c\left(\mathrm{a}(P S)_{c}\right.$ sequence for short).

Theorem 3.1. Let $1<q<2$ and let $\lambda_{\circ}$ and $\mu \circ$ be chosen as in Proposition 3.1. Then
(i) for every fixed $\mu>0$ with $0<\lambda<\lambda_{\circ}(\mu)$ problem (2.2) admits a solution,
(ii) for every fixed $\lambda>0$ with $0<\mu<\mu_{\circ}(\lambda)$ problem (2.2) admits a solution.

Proof. We only consider the case (i). It follows from Proposition 3.1 that

$$
a_{\lambda \mu}=\inf _{\|u\| \leq \rho} J_{\lambda, \mu}(u)<0 .
$$

By the Ekeland variational principle [14] there exists a $(P S)_{a_{\lambda \mu}}$ sequence $\left\{u_{n}\right\} \subset H^{1}(\Omega)$. Since $\left\{u_{n}\right\}$ is bounded in $H^{1}(\Omega)$, we may assume, up to a subsequence, that $u_{n} \rightharpoonup u$ in $H^{1}(\Omega)$ and $L^{2^{*}}(\Omega), u_{n} \rightarrow u$ in $L^{2}(\Omega)$ and $L^{q}(\partial \Omega)$. It is clear that $u$ is a weak solution of (2.2). We then have

$$
\begin{aligned}
a_{\lambda \mu} & \geq \liminf _{n \rightarrow \infty}\left[J_{\lambda, \mu}\left(u_{n}\right)-\frac{1}{2^{*}}\left\langle J_{\lambda, \mu}^{\prime}\left(u_{n}\right), u_{n}\right\rangle\right] \\
& \geq \frac{1}{N} \int_{\Omega}\left(|\nabla u|^{2}+u^{2}\right) d x-\left(\frac{1}{q}-\frac{1}{2^{*}}\right) \lambda \mu^{\frac{2-q}{2^{*}-2}} \int_{\partial \Omega}|u|^{q} d S_{x} \\
& =J_{\lambda, \mu}(u)-\frac{1}{2^{*}}\left\langle J_{\lambda, \mu}^{\prime}(u), u\right\rangle=J_{\lambda, \mu}(u) \geq a_{\lambda \mu} .
\end{aligned}
$$

Thus $J_{\lambda, \mu}(u)=a_{\lambda \mu}$ and $u$ is a solution belonging to the interior of the ball $B(0, \rho)$. Since $|u|$ is also a minimizer we may assume by the Harnack inequality that $u>0$ on $\Omega$.

## 4. Existence of a second solution (concave case)

In what follows we denote by $u_{\lambda \mu}$ a positive solution to problem (2.2) found in Theorem 3.1.

Proposition 4.1. Suppose that $1<q<2$ and let $\lambda_{\circ}$ and $\mu_{\circ}$ be chosen as in Proposition 3.1. If $u=u_{\lambda \mu}$ and $u=0$ are the only critical points of $J_{\lambda, \mu}$, then $(P S)_{c}$ condition holds for

$$
\begin{equation*}
c<\tilde{c}=J_{\lambda, \mu}\left(u_{\lambda \mu}\right)+\min \left(\frac{S^{\frac{N}{2}}}{N Q_{M}^{\frac{N-2}{2}}}, \frac{S^{\frac{N}{2}}}{2 N Q_{m}^{\frac{N-2}{2}}}\right) \tag{4.1}
\end{equation*}
$$

Proof. (We obviously assume that either (i) or (ii) of Proposition 3.1 holds.) Let $\left\{u_{n}\right\} \subset H^{1}(\Omega)$ be a $(P S)_{c}$ sequence for $J_{\lambda, \mu}$, with $c<\tilde{c}$, that is, $J_{\lambda, \mu}\left(u_{n}\right) \rightarrow c$ and $J_{\lambda, \mu}^{\prime}\left(u_{n}\right) \rightarrow 0$ in $H^{-1}(\Omega)$. First, we show that $\left\{u_{n}\right\}$ is bounded in $H^{1}(\Omega)$. We have

$$
\begin{aligned}
c+o(1)+o\left(\left\|u_{n}\right\|\right) & =J_{\lambda, \mu}\left(u_{n}\right)-\frac{1}{2}\left\langle J_{\lambda, \mu}^{\prime}\left(u_{n}\right), u_{n}\right\rangle \\
& =\frac{1}{N} \int_{\Omega}\left|u_{n}\right|^{2^{*}} d x+\left(\frac{1}{2}-\frac{1}{q}\right) \lambda \mu^{\frac{2-q}{2^{*}-2}} \int_{\partial \Omega}|u|^{q} d S_{x}
\end{aligned}
$$

By the Sobolev trace embedding theorem we obtain

$$
\frac{1}{N} \int_{\Omega}\left|u_{n}\right|^{2^{*}} d x \leq\left(\frac{1}{q}-\frac{1}{2}\right) \lambda \mu^{\frac{2-q}{2^{*}-2}} S_{q}^{-\frac{q}{2}}\left\|u_{n}\right\|^{q}+c+o(1)+o\left(\left\|u_{n}\right\|\right) .
$$

This inequality combined with the fact that $J_{\lambda, \mu}\left(u_{n}\right) \rightarrow c$ gives

$$
\begin{aligned}
\frac{1}{2} \int_{\Omega}\left(\left|\nabla u_{n}\right|^{2}+u_{n}^{2}\right) d x & \leq c+1+\frac{1}{2^{*}} \int_{\Omega} Q(x)\left|u_{n}\right|^{2^{*}} d x \\
& +\frac{\lambda \mu^{\frac{2-q}{2^{*}-2}}}{q} \int_{\partial \Omega}\left|u_{n}\right|^{q} d S_{x} \\
& \leq c+1+C\left(\left\|u_{n}\right\|+\left\|u_{n}\right\|^{q}\right)
\end{aligned}
$$

for $n \geq n_{\circ}$, where $C>0$ is a constant independent of $n$. Since $1<q<2$, we see that $\left\{u_{n}\right\}$ is bounded in $H^{1}(\Omega)$. We may assume, up to a subsequence, that $u_{n} \rightharpoonup u$ in $H^{1}(\Omega), L^{2^{*}}(\Omega)$ and $u_{n} \rightarrow u$ in $L^{2}(\Omega), L^{q}(\Omega)$. By the P.L. Lions' concentration - compactness principle (see [18]) there exist at most countable set of points $\left\{x_{j}\right\} \subset \bar{\Omega}$, and positive numbers $\left\{\mu_{j}\right\},\left\{\nu_{j}\right\}, j \in J$, such that

$$
\left|u_{n}\right|^{2^{*}} d x \rightharpoonup d \nu=|u|^{2^{*}} d x+\sum_{j \in J} \nu_{j} \delta_{x_{j}}
$$

and

$$
\left|\nabla u_{n}\right|^{2} d x \rightharpoonup d \mu \geq|\nabla u|^{2} d x+\sum_{j \in J} \mu_{j} \delta_{x_{j}}
$$

in the sense of measure, where $\delta_{x_{j}}$ denotes the Dirac measures assigned to point $x_{j}$. Moreover, the numbers $\mu_{j}$ and $\nu_{j}$ satisfy the following inequalities

$$
\begin{equation*}
S \nu_{j}^{\frac{2}{2 *}} \leq \mu_{j} \text { if } x_{j} \in \Omega \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{S}{2^{\frac{2}{N}}} \nu_{j}^{\frac{2}{2^{*}}} \leq \mu_{j} \text { if } x_{j} \in \partial \Omega \tag{4.3}
\end{equation*}
$$

Testing $J_{\lambda, \mu}^{\prime}\left(u_{n}\right) \rightarrow 0$ in $H^{-1}(\Omega)$ with a family of functions $\varphi_{\delta}, \delta>0$, concentrating at $x_{j}$ as $\delta \rightarrow 0$, we derive

$$
\begin{equation*}
\mu_{j} \leq Q\left(x_{j}\right) \nu_{j}, \quad j \in J \tag{4.4}
\end{equation*}
$$

If $\nu_{j}>0$, then in the case $x_{j} \in \Omega$, (4.2) and (4.4) imply

$$
\begin{equation*}
\nu_{j} \geq \frac{S^{\frac{N}{2}}}{Q\left(x_{j}\right)^{\frac{N}{2}}} \tag{4.5}
\end{equation*}
$$

On the other hand, if $x_{j} \in \partial \Omega$, then by (4.3) and (4.4) we obtain

$$
\begin{equation*}
\nu_{j} \geq \frac{S^{\frac{N}{2}}}{2 Q\left(x_{j}\right)^{\frac{N}{2}}} \tag{4.6}
\end{equation*}
$$

By the Brezis - Lieb lemma (see [7]) we get for $v_{n}=u_{n}-u$

$$
\int_{\Omega} Q(x)\left|u_{n}\right|^{2^{*}} d x=\int_{\Omega} Q(x)|u|^{2^{*}} d x+\int_{\Omega} Q(x)\left|v_{n}\right|^{2^{*}} d x+o(1) .
$$

We also have

$$
\int_{\Omega}\left|\nabla u_{n}\right|^{2} d x=\int_{\Omega}|\nabla u|^{2} d x+\int_{\Omega}\left|\nabla v_{n}\right|^{2} d x+o(1)
$$

These relations are used to rewrite

$$
J_{\lambda, \mu}\left(u_{n}\right)=c+o(1) \text { and } J_{\lambda, \mu}^{\prime}\left(u_{n}\right)=o(1) \text { in } H^{-1}(\Omega)
$$

in the following form

$$
\begin{equation*}
J_{\lambda, \mu}(u)+\frac{1}{2} \int_{\Omega}\left|\nabla v_{n}\right|^{2} d x-\frac{1}{2^{*}} \int_{\Omega} Q(x)\left|v_{n}\right|^{2^{*}} d x=c+o(1) \tag{4.7}
\end{equation*}
$$

and

$$
\begin{align*}
\int_{\Omega}\left(|\nabla u|^{2}+u^{2}\right) d x & -\int_{\Omega} Q(x)|u|^{2^{*}} d x-\lambda \mu^{\frac{2-q}{2^{*}-2}} \int_{\partial \Omega}|u|^{q} d S_{x}  \tag{4.8}\\
& +\int_{\Omega}\left(\left|\nabla v_{n}\right|^{2}-Q(x)\left|v_{n}\right|^{2^{*}}\right) d x=o(1) .
\end{align*}
$$

Since $u$ is a weak solution of (2.2) we deduce from (4.8)

$$
\int_{\Omega}\left|\nabla v_{n}\right|^{2} d x=\left.\int_{\Omega} Q(x)\left|v_{n}\right|\right|^{2^{*}} d x+o(1)
$$

Substituting this into (4.7) we get

$$
\begin{equation*}
J_{\lambda, \mu}(u)+\frac{1}{N} \int_{\Omega}\left|\nabla v_{n}\right|^{2} d x=c+o(1) \tag{4.9}
\end{equation*}
$$

From (4.2)-(4.6) we obtain the following inequalities

$$
\mu_{j} \geq \frac{S^{\frac{N}{2}}}{Q_{M}^{\frac{N-2}{2}}} \text { if } \nu_{j}>0, x_{j} \in \Omega
$$

and

$$
\mu_{j} \geq \frac{S^{\frac{N}{2}}}{2 Q_{m}^{\frac{N-2}{2}}} \text { if } \nu_{j}>0, x_{j} \in \partial \Omega
$$

To complete the proof, we show that if either $u=0$ or $u=u_{\lambda \mu}$, then $\mu_{j}=\nu_{j}=0$ for all $j \in J$. Arguing by contradiction, we would have $\nu_{j}>0$ for some $j \in J$. Then by (4.9) we would have in the first case $\frac{S^{\frac{N}{2}}}{Q_{M}^{\frac{N-2}{2}}} \leq c$ if $x_{j} \in \Omega$ and $\frac{S^{\frac{N}{2}}}{2 Q_{m}^{\frac{N-2}{2}}} \leq c$ if $x_{j} \in \partial \Omega$. This shows that

$$
c \geq \min \left(\frac{S^{\frac{N}{2}}}{N Q_{M}^{\frac{N-2}{2}}}, \frac{S^{\frac{N}{2}}}{2 N Q_{m}^{\frac{N-2}{2}}}\right)
$$

which is impossible. If $u=u_{\lambda \mu}$ we would have

$$
J_{\lambda, \mu}\left(u_{\lambda \mu}\right)+\frac{S^{\frac{N}{2}}}{N Q_{M}^{\frac{N-2}{2}}} \leq c \text { if } x_{j} \in \Omega
$$

and

$$
J_{\lambda, \mu}\left(u_{\lambda \mu}\right)+\frac{S^{\frac{N}{2}}}{2 N Q_{m^{2}}^{\frac{N-2}{2}}} \leq c \text { if } x_{j} \in \partial \Omega
$$

This yields

$$
J_{\lambda, \mu}\left(u_{\lambda \mu}\right)+\min \left(\frac{S^{\frac{N}{2}}}{N Q_{M}^{\frac{N-2}{2}}}, \frac{S^{\frac{N}{2}}}{2 N Q_{m^{\frac{N-2}{2}}}^{\frac{N}{2}}}\right) \leq c
$$

which gives a contradiction.

A second solution will be obtained by the mountain-pass principle (see [3]). First we consider the case $Q_{M} \leq 2^{\frac{2}{N-2}} Q_{m}$. Then $(P S)_{c}$ condition holds for

$$
c \leq J_{\lambda, \mu}\left(u_{\lambda \mu}\right)+\frac{S^{\frac{N}{2}}}{2 N Q_{m^{\frac{N-2}{2}}}} .
$$

For simplicity we assume that $Q_{m}=Q(0), 0 \in \partial \Omega$. To estimate the energy level of $J_{\lambda, \mu}$ we use a family of instantons

$$
U_{\epsilon, y}(x)=\frac{c_{N} \epsilon^{\frac{N-2}{2}}}{\left(\epsilon^{2}+|x-y|^{2}\right)^{\frac{N-2}{2}}}, \epsilon>0, y \in \mathbb{R}^{N} .
$$

It is known that $U_{\epsilon, y}$ satisfies the equation

$$
-\Delta u=|u|^{2^{*}-2} u \text { in } \mathbb{R}^{N}
$$

and

$$
\left\|U_{\epsilon, y}\right\|_{2^{*}}^{2^{*}}=\left\|\nabla U_{\epsilon, y}\right\|_{2}^{2}=S^{\frac{N}{2}} .
$$

If $y=0$ we put $U_{\epsilon}=U_{\epsilon, 0}$. If $H(0)$ denotes the mean curvature of $\partial \Omega$ at 0, then the following estimates hold

$$
\frac{\int_{\Omega}\left|\nabla U_{\epsilon}\right|^{2} d x}{\left(\int_{\Omega} U_{\epsilon}^{2^{*}} d x\right)^{\frac{2}{2^{*}}} \leq\left\{\begin{array}{ll}
\frac{S}{2^{\frac{2}{N}}}-A_{N} H(0) \epsilon \log \frac{1}{\epsilon}+O(\epsilon) & \text { if } N=3  \tag{4.10}\\
\frac{S}{2^{\frac{2}{N}}}-A_{N} H(0) \epsilon+O\left(\epsilon^{2} \log \frac{1}{\epsilon}\right) & \text { if } N=4 \\
\frac{S}{2^{\frac{2}{N}}}-A_{N} H(0) \epsilon+O\left(\epsilon^{2}\right) & \text { if } N \geq 5
\end{array}, \quad,\right.}
$$

where $A_{N}>0$ is a constant depending on $N$ (see [1], [2], [22]).

Proposition 4.2. Suppose that $1<q<2$ and $N \geq 5$ and let $\lambda_{\circ}, \mu_{\circ}$ be constants chosen in Proposition 3.1. Assume that either (i) or (ii) of Theorem 3.1 holds. Suppose that $Q_{M} \leq 2^{\frac{2}{N-2}} Q_{m}, Q_{m}=Q(0), 0 \in \partial \Omega$ and $H(0)>0$ and that

$$
\begin{equation*}
|Q(x)-Q(0)|=o(|x|) \text { for } x \text { near } 0 \text {. } \tag{4.11}
\end{equation*}
$$

Then

$$
\max _{t \geq 0} J_{\lambda, \mu}\left(u_{\lambda \mu}+t U_{\epsilon}\right)<J_{\lambda, \mu}\left(u_{\lambda \mu}\right)+\frac{S^{\frac{N}{2}}}{2 N Q_{m^{\frac{N-2}{2}}}}
$$

for $\epsilon>0$ sufficiently small.
Proof. We use some ideas from the proof of Lemma 2.5 in [20]. We use the following inequality: given $q>2$ and $\kappa \in(1, q-1)$ there exists a constant $C>0$ such that

$$
(s+t)^{q} \geq s^{q}+t^{q}+q s^{q-1} t+q s t^{q-1}-C t^{\kappa} s^{q-\kappa}
$$

for every $s \geq 0$ and $t \geq 0$. Applying this inequality to the integral

$$
\int_{\Omega} Q(x)\left(u_{\lambda \mu}+t U_{\epsilon}\right)^{2^{*}} d x \text { with } \kappa=\frac{N+1}{N-2}
$$

we get

$$
\begin{aligned}
J_{\lambda, \mu}\left(u_{\lambda \mu}+t U_{\epsilon}\right) & \leq \frac{1}{2} \int_{\Omega}\left|\nabla u_{\lambda \mu}\right|^{2} d x+\frac{t^{2}}{2} \int_{\Omega}\left|\nabla U_{\epsilon}\right|^{2} d x+t \int_{\Omega} \nabla u_{\lambda \mu} \nabla U_{\epsilon} d x \\
& +\frac{1}{2} \int_{\Omega} u_{\lambda \mu}^{2} d x+\frac{t^{2}}{2} \int_{\Omega} U_{\epsilon}^{2} d x+t \int_{\Omega} U_{\epsilon} u_{\lambda \mu} d x \\
& -\frac{t^{2^{*}}}{2^{*}} \int_{\Omega} Q(x) U_{\epsilon}^{2^{*}} d x-\frac{1}{2^{*}} \int_{\Omega} Q(x) u_{\lambda \mu}^{2^{*}} d x \\
& -t^{2^{*}-1} \int_{\Omega} Q(x) U_{\epsilon}^{2^{*}-1} u_{\lambda \mu} d x-t \int_{\Omega} Q(x) u_{\lambda \mu}^{2^{*}-1} U_{\epsilon} d x \\
& +C t^{\frac{N+1}{N-2}} \int_{\Omega} Q(x) u_{\lambda \mu}^{\frac{N-1}{N-2}} U_{\epsilon}^{\frac{N+1}{N-2}} d x \\
& -\frac{\lambda \mu^{\frac{2-q}{2^{*}-2}}}{q} \int_{\partial \Omega}\left(u_{\lambda \mu}+t U_{\epsilon}\right)^{q} d S_{x} \\
& =J_{\lambda, \mu}\left(u_{\lambda \mu}\right)+\frac{\lambda \mu^{\frac{2-q}{2^{*}-2}}}{q} \int_{\partial \Omega}\left[u_{\lambda \mu}^{q}-\left(u_{\lambda \mu}+t U_{\epsilon}\right)^{q}\right] d S_{x} \\
& +\lambda \mu^{\frac{2-q}{2^{*-2}}} t \int_{\partial \Omega} u_{\lambda \mu}^{q-1} U_{\epsilon} d S_{x} \\
& +\frac{t^{2}}{2} \int_{\Omega}\left(\left|\nabla U_{\epsilon}\right|^{2}+U_{\epsilon}^{2}\right) d x-t^{2^{*}-1} \int_{\Omega} Q(x) U_{\epsilon}^{2^{*}-1} u_{\lambda \mu} d x \\
& +C t^{\frac{N+1}{N-2}} \int_{\Omega} Q(x) u_{\lambda \mu}^{\frac{N-1}{N-2}} U_{\epsilon}^{\frac{N+1}{N-2}} d x-\frac{t^{*}}{2^{*}} \int_{\Omega} Q(x) U_{\epsilon}^{2^{*}} d x .
\end{aligned}
$$

We now use the inequality

$$
\frac{1}{q}\left(u_{\lambda \mu}+t U_{\epsilon}\right)^{q}-\frac{u_{\lambda \mu}^{q}}{q}-t u_{\lambda \mu}^{q-1} U_{\epsilon} \geq 0
$$

to obtain

$$
\begin{align*}
J_{\lambda, \mu}\left(u_{\lambda \mu}+t U_{\epsilon}\right) & \leq J_{\lambda, \mu}\left(u_{\lambda \mu}\right)+\frac{t^{2}}{2} \int_{\Omega}\left(\left|\nabla U_{\epsilon}\right|^{2}+U_{\epsilon}^{2}\right) d x  \tag{4.12}\\
& -\frac{t^{2^{*}}}{2^{*}} \int_{\Omega} Q(x) U_{\epsilon}^{2^{*}} d x-t^{2^{*}-1} \int_{\Omega} Q(x) U_{\epsilon}^{2^{*}-1} u_{\lambda \mu} d x \\
& +C t^{\frac{N+1}{N-2}} \int_{\Omega} u_{\lambda \mu}^{\frac{N-1}{N-2}} U_{\epsilon}^{\frac{N+1}{N-2}} d x
\end{align*}
$$

To proceed further we need the following estimate

$$
\int_{\Omega} Q(x) u_{\lambda \mu}^{\frac{N-1}{N-2}} U_{\epsilon}^{\frac{N+1}{N-2}} d x \leq C \epsilon^{\frac{N-1}{2}}
$$

for some constant $C>0$, independent of $\epsilon>0$. Combining this estimate with (4.12) we obtain

$$
\begin{align*}
J_{\lambda, \mu}\left(u_{\lambda \mu}+t U_{\epsilon}\right) & \leq J_{\lambda, \mu}\left(u_{\lambda \mu}\right)+\frac{t^{2}}{2} \int_{\Omega}\left(\left|\nabla U_{\epsilon}\right|^{2}+U_{\epsilon}^{2}\right) d x  \tag{4.13}\\
& -\frac{t^{2^{*}}}{2^{*}} \int_{\Omega} Q(x) U_{\epsilon}^{2^{*}} d x+\Phi_{\epsilon}(t)
\end{align*}
$$

where

$$
\Phi_{\epsilon}(t)=C t^{\frac{N+1}{N-2}} \epsilon^{\frac{N-1}{2}} .
$$

We put

$$
\Psi_{\epsilon}(t)=\frac{t^{2}}{2} \int_{\Omega}\left(\left|\nabla U_{\epsilon}\right|^{2}+U_{\epsilon}^{2}\right) d x-\frac{t^{2^{*}}}{2^{*}} \int_{\Omega} Q(x) U_{\epsilon}^{2^{*}} d x+\Phi_{\epsilon}(t)
$$

It obvious that $\lim _{t \rightarrow 0} \Psi_{\epsilon}(t)=0$ and $\lim _{t \rightarrow \infty} \Psi_{\epsilon}(t)=-\infty$. Hence there exists $t_{\epsilon}>0$ such that $\Psi_{\epsilon}\left(t_{\epsilon}\right)=\max _{t \geq 0} \Psi_{\epsilon}(t)$. We now show that there exist numbers $0<T_{1}<T_{2}$ such that $T_{1} \leq t_{\epsilon} \leq T_{2}$ for every $\epsilon>0$ sufficiently small. By Proposition 3.1 we have

$$
0<\kappa \leq \max _{t \geq 0} J_{\lambda, \mu}\left(u_{\lambda \mu}+t U_{\epsilon}\right) \leq J_{\lambda, \mu}\left(u_{\lambda \mu}\right)+\Psi_{\epsilon}\left(t_{\epsilon}\right)<\Psi_{\epsilon}\left(t_{\epsilon}\right) .
$$

This shows that $t_{\epsilon} \nrightarrow 0$ as $\epsilon \rightarrow 0$. Therefore there exists $0<T_{1}$ such that $0<T_{1} \leq t_{\epsilon}$ for $\epsilon>0$ small. To find an upper bound for $t_{\epsilon}$ we argue by contradiction. Assume that $t_{\epsilon_{n}} \rightarrow \infty$ for some sequence $\epsilon_{n} \rightarrow 0$. Then $\Psi_{\epsilon_{n}}^{\prime}\left(t_{\epsilon_{n}}\right)=0$, so

$$
t_{\epsilon_{n}} \int_{\Omega}\left(\left|\nabla U_{\epsilon_{n}}\right|^{2}+U_{\epsilon_{n}}^{2}\right) d x=t_{\epsilon_{n}}^{\frac{N+2}{N-2}} \int_{\Omega} Q(x) U_{\epsilon_{n}}^{2^{*}} d x-C \frac{N+1}{N-2} t_{\epsilon_{n}}^{\frac{3}{N-2}} \epsilon_{n}^{\frac{N-2}{2}} .
$$

We rewrite this relation as

$$
t_{\epsilon_{n}}^{-\frac{4}{N-2}} \int_{\Omega}\left(\left|\nabla U_{\epsilon_{n}}\right|^{2}+U_{\epsilon_{n}}^{2}\right) d x=\int_{\Omega} Q(x) U_{\epsilon_{n}}^{2^{*}} d x-C \frac{N+1}{N-2} t_{\epsilon_{n}}^{-\frac{N-1}{N-2}} \epsilon_{n}^{\frac{N-2}{2}}
$$

It is clear that the above relation cannot be satisfied for large $n$, as the lefthand side tends to 0 and $\int_{\Omega} U_{\epsilon_{n}}^{2^{*}} d x \nrightarrow 0$ as $n \rightarrow \infty$. From (4.13) we derive the following estimate

$$
J_{\lambda, \mu}\left(u_{\lambda \mu}+t U_{\epsilon}\right) \leq J_{\lambda, \mu}\left(u_{\lambda \mu}\right)+\frac{\left(\int_{\Omega}\left(\left|\nabla U_{\epsilon}\right|^{2}+U_{\epsilon}^{2}\right) d x\right)^{\frac{N}{2}}}{N\left(\int_{\Omega} Q(x) U_{\epsilon}^{2^{*}} d x\right)^{\frac{N-2}{2}}}+\Phi_{\epsilon}(t)
$$

Assumption (4.11) implies the following expansion

$$
\int_{\Omega} Q(x) U_{\epsilon}^{2^{*}} d x=Q_{m} \int_{\Omega} U_{\epsilon}^{2^{*}} d x+o(\epsilon)
$$

We now observe that $\Phi_{\epsilon}\left(t_{\epsilon}\right)=o(\epsilon)$ and $\int_{\Omega} U_{\epsilon}^{2} d x=O\left(\epsilon^{2}\right)$ for $N \geq 5$. Therefore the last two relations combined with (4.10) give

$$
\max _{t \geq o} J_{\lambda, \mu}\left(u_{\lambda \mu}+t U_{\epsilon}\right)<J_{\lambda, \mu}\left(u_{\lambda \mu}\right)+\frac{S^{\frac{N}{2}}}{2 N Q_{m^{\frac{N-2}{2}}}}
$$

To find a second solution we choose $w \in H^{1}(\Omega)$ such that $w \in H^{1}(\Omega)$ and $\|w\|>\rho$ and set

$$
\Gamma=\left\{\gamma \in C\left([0,1], H^{1}(\Omega)\right) \mid \gamma(0)=0, \gamma(1)=w\right\} .
$$

Theorem 4.1. Let $N \geq 5$ and $0<q<2$. Suppose that the assumptions of Proposition 4.2 are satisfied. Then in both cases (i) and (ii) (see Proposition 3.1) problem (2.2) admits a second solution.

Proof. Suppose that 0 and $u_{\lambda \mu}$ are the unique critical points of $J_{\lambda, \mu}$. Applying the mountain-pass principle we derive the existence of a critical point $v$ satisfying $J_{\lambda, \mu}(v) \geq \kappa>0$ which is obviously distinct from 0 and $u_{\lambda \mu}$. This gives a contradiction.

We now consider the case $Q_{M}>2^{\frac{2}{N-2}} Q_{m}$. In this case we have

$$
\tilde{c}=J_{\lambda, \mu}\left(u_{\lambda \mu}\right)+\frac{S^{\frac{N}{2}}}{N Q_{M}^{\frac{N-2}{2}}} .
$$

For the ease of notation we set

$$
K_{N}\left(|\Omega|, Q_{m}\right)=|\Omega|\left(\frac{1}{2}+\frac{C_{N}}{Q_{m}^{\frac{1}{2 *-2}}}\right)
$$

where $C_{N}=\left(2^{*}-2\right)\left(\frac{2}{2^{*}-1}\right)^{\frac{2^{*}-1}{2^{*}-2}}$.

Lemma 4.1. Let $u_{\lambda \mu}$ be a solution of (2.2) from Theorem 3.1. Suppose that (i) and (ii) of Proposition 3.1 hold. Then

$$
\begin{aligned}
& \max _{t \geq 0} J_{\lambda, \mu}\left(u_{\lambda \mu}+t\right) \leq J_{\lambda, \mu}\left(u_{\lambda \mu}\right) \\
& +\max \left[K_{N}\left(|\Omega|, Q_{m}\right), \frac{1}{N}\left(2 K_{N}\left(|\Omega|, Q_{m}\right)\right)^{\frac{2^{*}}{2^{*}-2}}\left(\int_{\Omega} Q(x) d x\right)^{-\frac{2}{2^{*}-2}}\right]
\end{aligned}
$$

Proof. We have

$$
\begin{aligned}
J_{\lambda, \mu}\left(u_{\lambda \mu}+t\right) & =\frac{1}{2} \int_{\Omega}\left|\nabla u_{\lambda \mu}\right|^{2} d x+\frac{1}{2} \int_{\Omega} u_{\lambda \mu}^{2} d x+\frac{t^{2}}{2}|\Omega|+t \int_{\Omega} u_{\lambda \mu} d x \\
& -\frac{1}{2^{*}} \int_{\Omega} Q(x)\left(u_{\lambda \mu}+t\right)^{2^{*}} d x-\frac{\lambda \mu^{\frac{2-q}{2^{*}-2}}}{q} \int_{\partial \Omega}\left(u_{\lambda \mu}+t\right)^{q} d S_{x} \\
& =J_{\lambda, \mu}\left(u_{\lambda \mu}\right)+\frac{1}{2^{*}} \int_{\Omega} Q(x) u_{\lambda \mu}^{2^{*}} d x \\
& +t \int_{\Omega} Q(x) u_{\lambda \mu}^{2^{*}-1} d x-\frac{1}{2^{*}} \int_{\Omega} Q(x)\left(u_{\lambda \mu}+t\right)^{2^{*}} d x \\
& +\frac{1}{q} \lambda \mu^{\frac{2-q}{2^{*}}} \int_{\partial \Omega} u_{\lambda \mu}^{q} d S_{x}+t \lambda \mu^{\frac{2-q}{2^{*}-2}} \int_{\partial \Omega} u_{\lambda \mu}^{q-1} d S_{x} \\
& -\frac{\lambda \mu^{\frac{2-q}{2^{*}-2}}}{q} \int_{\partial \Omega}\left(u_{\lambda \mu}+t\right)^{q} d S_{x}+\frac{t^{2}}{2}|\Omega| \\
& \leq J_{\lambda, \mu}\left(u_{\lambda \mu}\right)+\frac{t^{2}}{2}|\Omega|+\frac{1}{2^{*}} \int_{\Omega} Q(x) u_{\lambda \mu}^{2^{*}} d x \\
& -\frac{1}{2^{*}} \int_{\Omega} Q(x)\left(u_{\lambda \mu}+t\right)^{2^{*}} d x+t \int_{\Omega} Q(x) u_{\lambda \mu}^{2^{*}-1} d x .
\end{aligned}
$$

We now use the following inequality

$$
\left(u_{\lambda \mu}+t\right)^{2^{*}}-u_{\lambda \mu}^{2^{*}} \geq t^{2^{*}}
$$

for all $t \geq 0$ and estimate (2.6) (see Lemma 2.1). So

$$
J_{\lambda, \mu}\left(u_{\lambda \mu}+t\right) \leq J_{\lambda, \mu}\left(u_{\lambda \mu}\right)+\frac{t^{2}}{2}|\Omega|+t \frac{|\Omega| C_{N}}{Q_{m}^{\frac{2^{*}-2}{-2}}}-\frac{t^{2^{*}}}{2^{*}} \int_{\Omega} Q(x) d x
$$

where $C_{N}=\left(2^{*}-2\right)\left(\frac{2}{2^{*}-1}\right)^{\frac{2^{*}-1}{2^{*}-2}}$. Let

$$
g(t)=\frac{t^{2}}{2}|\Omega|+t \frac{|\Omega| C_{N}}{Q_{m}^{2^{*}-2}}-\frac{t^{2^{*}}}{2^{*}} \int_{\Omega} Q(x) d x
$$

If $0 \leq t \leq 1$, then $g(t) \leq \frac{|\Omega|}{2}+\frac{|\Omega| C_{N}}{Q_{m}^{2^{*}-2}}$. If $t \geq 1$, then

$$
\begin{aligned}
g(t) & \leq \max _{t \geq 1} g(t) \leq \max _{t \geq 0}\left[\left(\frac{1}{2}+\frac{C_{N}}{Q_{2_{2}^{* *-2}}^{2^{1}}}\right)|\Omega| t^{2}-\frac{t^{2^{*}}}{2^{*}} \int_{\Omega} Q(x) d x\right] \\
& =\frac{1}{N}\left[2|\Omega|\left(\frac{1}{2}+\frac{C_{N}}{Q_{m}^{\frac{1}{2^{*-2}}}}\right)\right]^{\frac{2^{*}}{2^{*}-2}}\left(\int_{\Omega} Q(x) d x\right)^{-\frac{2}{2^{*}-2}}
\end{aligned}
$$

and the assertion of Lemma follows.

Theorem 4.2. Let $0<q<2$ and $Q_{M}>2^{\frac{2}{N-2}} Q_{m}$. Suppose that

$$
\begin{align*}
& \max \left[K_{N}\left(|\Omega|, Q_{m}\right), \frac{1}{N}\left(2 K_{N}\left(|\Omega|, Q_{m}\right)\right)^{\frac{2^{*}}{2^{*}-2}}\left(\int_{\Omega} Q(x) d x\right)^{-\frac{2}{2^{*}-2}}\right] \\
& <\frac{S^{\frac{N}{2}}}{2 N Q_{m^{2}}^{\frac{N-2}{2}}} . \tag{4.14}
\end{align*}
$$

Then in both cases (i) and (ii) (see Proposition 3.1) problem (2.2) admits a second solution.

It is clear that condition (4.14) is satisfied for sets of small measure.
Similarly, the inequality

$$
\begin{aligned}
& \max \left[K_{N}\left(|\Omega|, Q_{m}\right), \frac{1}{N}\left(2 K_{N}\left(|\Omega|, Q_{m}\right)\right)^{\frac{2^{*}}{2^{*}-2}}\left(\int_{\Omega} Q(x) d x\right)^{-\frac{2}{2^{*}-2}}\right] \\
& <\frac{S^{\frac{N}{2}}}{2 N Q_{m^{\frac{N-2}{2}}}}
\end{aligned}
$$

guarantees the existence of a second solution of problem (2.2) in the case $Q_{M} \leq 2^{\frac{2}{N-2}} Q_{m^{\frac{N-2}{2}}}$.

Remark 4.1. According to Theorems 3.2, 4.3 and 4.5 for every $\mu>0$ there exists $\lambda_{\circ}(\mu)>0$ such that problem (2.2) admit solutions $\bar{w}_{\lambda \mu}$ and $\tilde{w}_{\lambda \mu}$ satisfying $J_{\lambda, \mu}\left(\bar{w}_{\lambda \mu}\right)<0$ and $J_{\lambda, \mu}\left(\tilde{w}_{\lambda \mu}\right)>0$, respectively. Then $\bar{u}_{\lambda \mu}=\beta \bar{w}_{\lambda \mu}$ and $\tilde{u}_{\lambda \mu}=\beta \tilde{w}_{\lambda \mu}$ are solutions of problem (1.1). It then follows from estimate (2.6) that
$\int_{\Omega} \bar{u}_{\lambda \mu}^{2^{*}-1} d x \leq \beta^{2^{*}-1} C_{N}|\Omega| Q_{m}^{-\frac{2^{*}-1}{2^{*}-2}}$ and $\int_{\Omega} \tilde{u}_{\lambda \mu}^{2^{*}-1} d x \leq \beta^{2^{*}-1} C_{N}|\Omega| Q_{m}^{-\frac{2^{*}-1}{2^{*}-2}}$.
Moreover, if $\mu \rightarrow \infty$, then $\beta \rightarrow 0$ (and $\lambda_{\circ}(\mu) \rightarrow 0$ ). This means that $\bar{u}_{\lambda \mu} \rightarrow 0$ and $\tilde{u}_{\lambda \mu} \rightarrow 0$ in $L^{\frac{N+2}{N-2}}(\Omega)$ as $\mu \rightarrow \infty$.
5. Convex case $\left(2 \leq q<2^{* *}\right)$

In this case the dependence of equation (1.1) on a parameter $\mu>0$ is irrelevant. Hence we consider the problem

$$
\begin{cases}-\Delta u+u & =Q(x) u^{2^{*}-1} \text { in } \Omega,  \tag{5.1}\\ \frac{\partial u}{\partial \nu} & =\lambda u^{q-1} \text { on } \partial \Omega, u>0 \text { on } \Omega .\end{cases}
$$

We distinguish two cases: (i) $q=2$ and (ii) $2<q<2^{* *}$. Solutions in both cases will be obtained through the mountain-pass principle applied to the functional

$$
J_{\lambda, q}(u)=\frac{1}{2} \int_{\Omega}\left(|\nabla u|^{2}+u^{2}\right) d x-\frac{1}{2^{*}} \int_{\Omega} Q(x)|u|^{2^{*}} d x-\frac{\lambda}{q} \int_{\partial \Omega}|u|^{q} d S_{x} .
$$

We commence with the case (i). We note that if $u$ is a solution of problem (5.1) then $u$ is continuous and positive on $\bar{\Omega}$. Testing (5.1) with $\phi=\frac{1}{u}$ we obtain the following result:

Proposition 5.1. Let $q=2$. Then problem (5.1) does not admit a solution for $\lambda>\frac{|\Omega|}{|\partial \Omega|}$.

Proposition 5.2. Let $q=2$. Then there exist constants $\Lambda_{\circ}>0, \kappa>0$ and $\rho>0$ such that

$$
\begin{equation*}
J_{\lambda, 2}(u) \geq \kappa \text { for }\|u\|=\rho \text { and } 0<\lambda<\Lambda_{\circ} . \tag{5.2}
\end{equation*}
$$

The proof is similar to that of Proposition 3.1 and is omitted.

Proposition 5.3. Let $q=2$ and $0<\lambda<\Lambda_{\circ}$. Then $(P S)_{c}$ condition for $J_{\lambda, 2}$ holds for

$$
\begin{equation*}
c<\min \left(\frac{S^{\frac{N}{2}}}{N Q_{M}^{\frac{N-2}{2}}}, \frac{S^{\frac{N}{2}}}{2 N Q_{m}^{\frac{N-2}{2}}}\right) \tag{5.3}
\end{equation*}
$$

Proof. Let $\left\{u_{n}\right\} \subset H^{1}(\Omega)$ be a $(P S)_{c}$ sequence for $J_{\lambda, 2}$. Then

$$
\begin{aligned}
c+1+o\left(\left\|u_{n}\right\|\right) & =J_{\lambda, 2}\left(u_{n}\right)-\frac{1}{2^{*}}\left\langle J_{\lambda, 2}^{\prime}\left(u_{n}\right), u_{n}\right\rangle=\frac{1}{N} \int_{\Omega}\left(\left|\nabla u_{n}\right|^{2}+u_{n}^{2}\right) d x \\
& -\left(\frac{1}{q}-\frac{1}{2^{*}}\right) \lambda \int_{\partial \Omega}\left|u_{n}\right|^{2} d S_{x} .
\end{aligned}
$$

Using the trace Sobolev embedding theorem and taking $\Lambda_{\circ}$ smaller, if necessary, we derive from the above relation that $\left\{u_{n}\right\}$ is bounded in $H^{1}(\Omega)$. We may assume that, up to a subsequence, $u_{n} \rightharpoonup u$ in $H^{1}(\Omega), L^{2^{*}}(\Omega)$ and $u_{n} \rightarrow u$ in $L^{2}(\Omega), L^{2}(\partial \Omega)$. We now apply the P.L. Lions' concentration - compactness principle. So there exist at most countable sets of points $\left\{x_{j}\right\} \subset \bar{\Omega}$ and positive $\left\{\nu_{j}\right\},\left\{\mu_{j}\right\}, j \in J$, such that

$$
\left|u_{n}\right|^{2^{*}} \rightharpoonup d \nu=|u|^{2^{*}} d x+\sum_{j \in J} \nu_{j} \delta_{x_{j}}
$$

and

$$
\left|\nabla u_{n}\right|^{2} \rightharpoonup d \mu \geq|\nabla u|^{2} d x+\sum_{j \in J} \mu_{j} \delta_{x_{j}}
$$

where $\nu_{j}$ and $\mu_{j}$ satisfy (4.2),(4.3) and (4.4). Assuming that $\nu_{j}>0$ for some $j \in J$, we get as in the proof of Proposition 4.1, estimates (4.5) and (4.6). Hence

$$
\begin{aligned}
c & =\lim _{n \rightarrow \infty}\left[J_{\lambda, 2}\left(u_{n}\right)-\frac{1}{2}\left\langle J_{\lambda, 2}^{\prime}\left(u_{n}\right), u n\right\rangle\right] \\
& =\frac{1}{N}\left(\int_{\Omega} Q(x)|u|^{2^{*}} d x+\sum_{j \in J} \nu_{j} Q\left(x_{j}\right)\right) \\
& \geq \min \left(\frac{S^{\frac{N}{2}}}{N Q_{M}^{\frac{N-2}{2}}}, \frac{S^{\frac{N}{2}}}{2 N Q_{m}^{\frac{N-2}{2}}}\right),
\end{aligned}
$$

which is impossible.
We can now formulate the following existence result:

Theorem 5.1. Let $N \geq 5, q=2$ and $Q_{M} \leq 2^{\frac{2}{N-2}} Q_{m}$. Suppose that $H(0)>0, Q_{m}=Q(0), 0 \in \partial \Omega$ and that $Q$ satisfies (4.11). Then for every $0<\lambda<\Lambda_{\text {。 }}$ there exists a solution to problem (5.1).

Proof. In order to apply the mountain-pass principle, we have to show that

$$
\max _{t \geq 0} J_{\lambda, 2}\left(t U_{\epsilon}\right)<\frac{S^{\frac{N}{2}}}{2 N Q_{m}^{\frac{N-2}{2}}}
$$

This relation is a consequence of asymptotic estimates (4.10) and assumption (4.11).

We now consider the case $2<q<2^{* *}$.

Proposition 5.4. Let $2<q<2^{* *}$ and $\lambda>0$. Then there exist constants $\rho>0$ and $\kappa>0$ such that

$$
\begin{equation*}
J_{\lambda, q}(u) \geq \kappa \text { for }\|u\|=\rho \tag{5.4}
\end{equation*}
$$

Moreover the $(P S)_{c}$ condition holds for

$$
\begin{equation*}
c<\min \left(\frac{S^{\frac{N}{2}}}{N Q_{M}^{\frac{N-2}{2}}}, \frac{S^{\frac{N}{2}}}{2 N Q_{m}^{\frac{N-2}{2}}}\right) \tag{5.5}
\end{equation*}
$$

Proof. By the Sobolev embedding theorems, we obtain

$$
\begin{aligned}
J_{\lambda, q}(u) & \geq \frac{1}{2} \int_{\Omega}\left(|\nabla u|^{2}+u^{2}\right) d x-\frac{S_{1}^{-\frac{2^{*}}{2}}}{2^{*}}\left(\int_{\Omega}\left(|\nabla u|^{2}+u^{2}\right) d x\right)^{\frac{2^{*}}{2}} \\
& -\frac{\lambda S_{q}^{-\frac{q}{2}}}{q}\left(\int_{\Omega}\left(|\nabla u|^{2}+u^{2}\right) d x\right)^{\frac{q}{2}} .
\end{aligned}
$$

Taking $\rho>0$ small enough (5.4) follows. Let $\left\{u_{n}\right\} \subset H^{1}(\Omega)$ be a $(P S)_{c}$ sequence with $c$ satisfying (5.5). We have

$$
\begin{aligned}
c+o(1)+o\left(\left\|u_{n}\right\|\right) & =J_{\lambda, q}\left(u_{n}\right)-\frac{1}{2}\left\langle J_{\lambda, q}^{\prime}\left(u_{n}\right), u_{n}\right\rangle=\frac{1}{N} \int_{\Omega} Q(x)\left|u_{n}\right|^{2^{*}} d x \\
& +\left(\frac{1}{2}-\frac{1}{q}\right) \lambda \int_{\partial \Omega}\left|u_{n}\right|^{q} d S_{x}
\end{aligned}
$$

Since $2<q<2^{* *}$, we see that

$$
\int_{\Omega} Q(x)\left|u_{n}\right|^{2^{*}} d x+\int_{\partial \Omega}\left|u_{n}\right|^{q} d S_{x} \leq C\left(1+\left\|u_{n}\right\|\right)
$$

for some constant $C>0$ independent of $n$. On the other hand we have
$J_{\lambda, q}\left(u_{n}\right)-\frac{1}{2^{*}}\left\langle J_{\lambda, q}^{\prime}\left(u_{n}\right), u_{n}\right\rangle=\frac{1}{N} \int_{\Omega}\left(\left|\nabla u_{n}\right|^{2}+u_{n}^{2}\right) d x+\left(\frac{1}{2^{*}}-\frac{1}{q}\right) \lambda \int_{\partial \Omega}\left|u_{n}\right|^{q} d S_{x}$.
From the last two relations it is easy to deduce that $\left\{u_{n}\right\}$ is bounded in $H^{1}(\Omega)$. Finally, the $(P S)_{c}$ condition follows from the concentration - compactness principle.

Theorem 5.2. Let $N \geq 5,2<q<2^{* *}, H(0)>0,0 \in \partial \Omega, Q_{m}=Q(0)$ and $Q_{M} \leq 2^{\frac{2}{N-2}} Q_{m}$. Moreover, assume that $Q$ satisfies (4.11). Then problem (5.1) has a solution for every $\lambda>0$.

Proof. Using the asymptotic estimates (4.10) one can show that

$$
\max _{t \geq 0} J_{\lambda, q}\left(t U_{\epsilon}\right)<\frac{S^{\frac{N}{2}}}{2 N Q_{m^{2}}^{\frac{N-2}{2}}}
$$

The result follows from Proposition 5.4.
We now consider the case $Q_{M}>2^{\frac{2}{N-2}} Q_{m}$.
Theorem 5.3. Let $Q_{M}>2^{\frac{2}{N-2}} Q_{m}$. Suppose that

$$
\begin{equation*}
|\Omega|^{\frac{N}{2}}\left(\frac{Q_{M}}{\int_{\Omega} Q(x) d x}\right)^{\frac{N-2}{2}}<S^{\frac{N}{2}} \tag{5.6}
\end{equation*}
$$

then problem (5.1) admits a solution for every $\lambda>0$.

Proof. To apply Proposition 5.4 we show that

$$
\begin{equation*}
\max _{t \geq 0} J_{\lambda, q}(t)<\frac{S^{\frac{N}{2}}}{N Q_{M}^{\frac{N-2}{2}}} \tag{5.7}
\end{equation*}
$$

We have

$$
J_{\lambda, q}(t) \leq \frac{t^{2}}{2}|\Omega|-\frac{t^{2^{*}}}{2^{*}} \int_{\Omega} Q(x) d x:=f(t)
$$

and

$$
\max _{t \geq 0} f(t)=\frac{1}{N} \frac{|\Omega|^{\frac{2^{*}}{}{ }^{*}-2}}{\left(\int_{\Omega} Q(x) d x\right)^{\frac{2}{2^{*}-2}}}
$$

Assumption (5.6) guarantees (5.7).
One can also use the estimate

$$
J_{\lambda, q}(t) \leq \frac{t^{2}}{2}|\Omega|-\frac{t^{q}}{q} \lambda|\partial \Omega|
$$

to derive (5.7). However, this leads to some restriction of values of a parameter $\lambda$.

## 6. Generalizations

In this section we consider the problem

$$
\begin{cases}-\Delta u & =Q(x) u^{2^{*}-1} \text { in } \Omega,  \tag{6.1}\\ \frac{\partial u}{\partial \nu} & =\lambda u^{q-1} \text { on } \partial \Omega, u>0 \text { on } \Omega .\end{cases}
$$

A function $u \in H^{1}(\Omega)$ is a solution of problem (6.1) if

$$
\begin{equation*}
\int_{\Omega} \nabla u \nabla \phi d x=\int_{\Omega} Q(x) u^{2^{*}-1} \phi d x+\lambda \int_{\partial \Omega} u^{q-1} \phi d S_{x} \tag{6.2}
\end{equation*}
$$

for every $\phi \in H^{1}(\Omega)$. First, we observe that if $Q(x)>0$ on $\Omega$, then problem (6.1) does not have a solution. Assuming that $u$ is a solution of (6.1) and testing (6.2) with $\phi=1$, we obtain

$$
\int_{\Omega} Q(x) U^{2^{*}-1} d x+\lambda \int_{\partial \Omega} u^{q-1} d S_{x}=0 .
$$

Since $u>0$ on $\Omega$, we obtain a contradiction. Therefore, we assume
(Q) $\int_{\Omega} Q(x) d x<0$ and $Q^{+}(x) \neq 0, Q^{-}(x) \neq 0$.

By $J_{\lambda}$ we denote the variational functional

$$
J_{\lambda}(u)=\frac{1}{2} \int_{\Omega}|\nabla u|^{2} d x-\frac{1}{2^{*}} \int_{\Omega} Q(x)|u|^{2^{*}} d x-\frac{\lambda}{q} \int_{\partial \Omega}|u|^{q} d S_{x},
$$

which is of class $C^{1}$ on $H^{1}(\Omega)$. We use a decomposition of $H^{1}(\Omega)$

$$
H^{1}(\Omega)=V \oplus \mathbb{R}
$$

where

$$
V=\left\{v \in H^{1}(\Omega) \mid \int_{\Omega} v d x=0\right\} .
$$

Using this decomposition, we define an equivalent norm on $H^{1}(\Omega)$ by

$$
\|u\|_{V}^{2}=\int_{\Omega}|\nabla u|^{2} d x+t^{2}, \text { if } u=v+t, v \in V, t \in \mathbb{R}
$$

To show that $J_{\lambda}$ has a mountain-pass geometry, we need the following qualitative statement (see [5])
(S) there exists a number $\eta>0$ such that for each $t \in \mathbb{R}$ and $v \in V$ the inequality

$$
\left(\int_{\Omega}|\nabla v|^{2} d x\right)^{\frac{1}{2}} \leq \eta|t|
$$

implies

$$
\int_{\Omega} Q(x)|t+v(x)|^{2^{*}} d x \leq \frac{|t|^{2^{*}}}{2} \int_{\Omega} Q(x) d x
$$

This follows from the continuity of the embedding of $V$ into $L^{2^{*}}(\Omega)$.

Proposition 6.1. Let $1<q<2^{* *}$ and suppose that $(\mathbf{Q})$ holds. Then there exist $\beta>0, \rho>0$ and $\lambda^{*}>0$, such that for every $0<\lambda<\lambda^{*}$, we have

$$
J_{\lambda}(u) \geq \beta \text { for }\|u\|=\rho \text { and } \inf _{\|u\| \leq \rho} J_{\lambda}(u)<0
$$

Proof. We distinguish two cases: (i) $\|\nabla v\|_{2} \leq \eta|t|$ and (ii) $\|\nabla v\|_{2}>\eta|t|$, where $\eta>0$ is a constant from (S). If $\|\nabla v\|_{2} \leq \eta|t|$ and $\|\nabla v\|_{2}^{2}+t^{2}=\rho^{2}$, then $t^{2} \geq \frac{\rho^{2}}{1+\eta^{2}}$. By ( $\mathbf{S}$ ) we obtain

$$
\int_{\Omega} Q(x)|t+v(x)|^{2^{*}} d x \leq \frac{|t|^{2^{*}}}{2} \int_{\Omega} Q(x) d x=-|t|^{2^{*}} \alpha
$$

where $\alpha=-\frac{1}{2} \int_{\Omega} Q(x) d x>0$. Hence we have the following estimate of $J_{\lambda}$ from below

$$
\begin{equation*}
J_{\lambda}(u) \geq \frac{\alpha}{2^{*}}|t|^{2^{*}}-\frac{\lambda}{q} \int_{\Omega}|u|^{q} d S_{x} \geq \frac{\alpha \rho^{2^{*}}}{2^{*}\left(1+\eta^{2}\right)^{\frac{2^{*}}{2}}}-\frac{\lambda}{q} \int_{\partial \Omega}|u|^{q} d S_{x} \tag{6.3}
\end{equation*}
$$

In case (ii) we have

$$
\|u\|_{V} \leq\|\nabla v\|_{2}\left(1+\frac{1}{\eta^{2}}\right)^{\frac{1}{2}}
$$

By the Sobolev inequality we have

$$
\left.\left|\int_{\Omega} Q(x)\right| u\right|^{2^{*}} d x \left\lvert\, \leq C_{1}\|u\|_{V}^{2^{*}} \leq C_{1}\|\nabla v\|_{2}^{2^{*}}\left(1+\frac{1}{\eta^{2}}\right)^{\frac{2^{*}}{2}}\right.
$$

for some constant $C_{1}>0$. Hence

$$
J_{\lambda}(u) \geq \frac{1}{2}\|\nabla v\|_{2}^{2}-\frac{C_{1}}{2^{*}}\|\nabla v\|_{2}^{2^{*}}\left(1+\frac{1}{\eta^{2}}\right)^{\frac{2^{*}}{2}}-\frac{\lambda}{q} \int_{\partial \Omega}|u|^{q} d S_{x} .
$$

Taking $\|\nabla v\|_{2} \leq \rho$ small enough, we derive from this inequality the following estimate from below:

$$
J_{\lambda}(u) \geq \frac{1}{4}\|\nabla v\|_{2}^{2}-\frac{\lambda}{q} \int_{\partial \Omega}|u|^{q} d S_{x}
$$

If $\|u\|_{V}=\rho$, then $\rho \leq\|\nabla v\|_{2} \frac{\left(1+\eta^{2}\right)^{\frac{1}{2}}}{\eta}$. Therefore,

$$
\begin{equation*}
J_{\lambda}(u) \geq \frac{\eta^{2} \rho^{2}}{4\left(1+\eta^{2}\right)}-\frac{\lambda}{q} \int_{\partial \Omega}|u| d S_{x} . \tag{6.4}
\end{equation*}
$$

From (6.3) and (6.4) we derive

$$
J_{\lambda}(u) \geq \min \left(\frac{\eta^{2} \rho^{2}}{4\left(1+\eta^{2}\right)}, \frac{\alpha \rho^{2^{*}}}{2^{*}\left(1+\eta^{2}\right)^{\frac{2^{*}}{2}}}\right)-\frac{\lambda}{q} \int_{\partial \Omega}|u|^{q} d S_{x}
$$

Applying the Sobolev trace embedding theorem, we get

$$
J_{\lambda}(u) \geq \min \left(\frac{\eta^{2} \rho^{2}}{4\left(1+\eta^{2}\right)}, \frac{\alpha \rho^{2^{*}}}{2^{*}\left(1+\eta^{2}\right)^{\frac{2^{*}}{2}}}\right)-\lambda C_{2}\|u\|_{V}^{q}
$$

for some constant $C_{2}>0$. Taking $\lambda^{*}>0$ small enough the first assertion follows. Since $1<q<2^{* *}<2^{*}$ we have

$$
J_{\lambda}(u)=-\frac{|t|^{2^{*}}}{2^{*}} \int_{\Omega} Q(x) d x-\frac{\lambda}{q}|t|^{q}|\partial \Omega|<0
$$

for $t$ sufficiently small. Hence $\inf _{\|u\| \leq \rho} J_{\lambda}(u)<0$.
Repeating the proof of Theorem 3.1 we get

Theorem 6.1. Let $1<q<2^{* *}$. Then for every $0<\lambda<\lambda^{*}$ there exists a solution $u$ of problem (6.1) satisfying $J_{\lambda}(u)<0$.

Let us denote by $u_{\lambda}$ a solution of problem (6.1) from Theorem 6.1.

Proposition 6.2. Let $1<q<2$. Suppose that $Q(x)>0$ somewhere on $\partial \Omega$. If $u=0$ and $u=u_{\lambda}$ are the unique critical points of $J_{\lambda}$, then the $(P S)_{c}$ condition holds for

$$
c<\bar{c}=J_{\lambda}\left(u_{\lambda}\right)+\min \left(\frac{S^{\frac{N}{2}}}{N Q_{M}^{\frac{N-2}{2}}}, \frac{S^{\frac{N}{2}}}{2 N Q_{m^{\frac{N-2}{2}}}}\right) .
$$

The proof is analogous to that of Proposition 4.1 and is omitted.
From this we can derive the first existence result for problem (6.1).

Theorem 6.2. Let $N \geq 5,1<q<2$ and $Q_{M} \leq 2^{\frac{2}{N-2}} Q_{m}$. Suppose that $Q_{m}=Q(0), 0 \in \partial \Omega, H(0)>0$ and that assumption (4.11) holds. Then problem (6.1) admits a solution for every $0<\lambda<\lambda^{*}$.

We now consider the case $Q_{M}>2^{\frac{2}{N-2}} Q_{m}$. In this case

$$
\bar{c}=J_{\lambda}\left(u_{\lambda}\right)+\frac{S^{\frac{N}{2}}}{N Q_{M}^{\frac{N-2}{2}}} .
$$

Let $Q_{M}=Q\left(x_{M}\right), x_{M} \in \Omega$.

Theorem 6.3. Let $1<q<2$ and $Q_{M}>2^{\frac{2}{N-2}} Q_{m}$. Suppose that

$$
\begin{equation*}
\left|Q(x)-Q\left(x_{M}\right)\right|=o\left(\left|x-x_{M}\right|^{\frac{N-2}{2}}\right) \tag{6.5}
\end{equation*}
$$

for $x$ near $x_{M}$. Then problem (6.1) admits a second solution for every $0<$ $\lambda<\lambda^{*}$.

Proof. A second solution will be obtained through the mountain-pass principle. Let $\phi \in C^{1}\left(\mathbb{R}^{N}\right)$ be such that $\phi(x)=1$ on $B\left(x_{M}, \frac{r}{2}\right), \phi(x)=0$ on $\mathbb{R}^{N}-B\left(x_{M}, r\right)$ and $0 \leq \phi(x) \leq 1, B\left(x_{M}, r\right) \subset\{x \in \Omega \mid Q(x)>0\}$. We set $W_{\epsilon}=\phi U_{\epsilon, x_{M}}$. It is sufficient to show that

$$
\begin{equation*}
\max _{t \geq 0} J_{\lambda}\left(u_{\lambda}+t W_{\epsilon}\right) \leq J_{\lambda}\left(u_{\lambda}\right)+\frac{S^{\frac{N}{2}}}{N Q_{M}^{\frac{N-2}{2}}} . \tag{6.6}
\end{equation*}
$$

We have, as in the proof of Proposition 4.2,

$$
\begin{aligned}
J_{\lambda}\left(u_{\lambda}+t W_{\epsilon}\right) & \leq J_{\lambda}\left(u_{\lambda}\right)+\frac{t^{2}}{2} \int_{\Omega}\left|\nabla W_{\epsilon}\right|^{2} d x+\frac{1}{2^{*}} \int_{\Omega} Q^{+}(x) u_{\lambda}^{2^{*}} d x \\
& -\frac{1}{2^{*}} \int_{\Omega} Q^{+}(x)\left(u_{\lambda}+t W_{\epsilon}\right)^{2^{*}} d x+t \int_{\Omega} Q^{+}(x) u_{\lambda}^{2^{*}-1} W_{\epsilon} d x \\
& \leq J_{\lambda}\left(u_{\lambda}\right)+\frac{t^{2}}{2} \int_{\Omega}\left|\nabla W_{\epsilon}\right|^{2} d x-\frac{t^{2^{*}}}{2^{*}} \int_{\Omega} Q(x) W_{\epsilon}^{2^{*}} d x \\
& -t^{2^{*}-1} \int_{\Omega} Q(x) W_{\epsilon}^{2^{*}-1} u_{\lambda} d x \\
& +C t^{\frac{N+1}{N-2}} \int_{\Omega} Q(x) u_{\lambda}^{\frac{N-1}{N-2}} W_{\epsilon}^{\frac{N+1}{N-2}} d x \\
& =J_{\lambda}\left(u_{\lambda}\right)+\Psi_{\epsilon}(t) .
\end{aligned}
$$

Let $\Psi_{\epsilon}\left(t_{\epsilon}\right)=\max _{t \geq 0} \Psi_{\epsilon}(t)$. Repeating the proof of Proposition 4.2 we can show that there exist constants $0<T_{1}<T_{2}$ such that $T_{1} \leq t_{\epsilon} \leq T_{2}$. Since $u_{\lambda}>0$ on $\Omega$, there exists a constant $\alpha>0$ such that

$$
\int_{\Omega} Q(x) u_{\lambda} W_{\epsilon}^{2^{*}-1} d x \geq \alpha \epsilon^{\frac{N-2}{2}}
$$

Hence

$$
\begin{aligned}
J_{\lambda}\left(u_{\lambda}+t W_{\epsilon}\right) & \leq J_{\lambda}\left(u_{\lambda}\right)+\frac{\left(\int_{\Omega}\left|\nabla W_{\epsilon}\right|^{2} d x\right)^{\frac{N}{2}}}{N\left(\int_{\Omega} Q(x) W_{\epsilon}^{2^{*}} d x\right)^{\frac{N-2}{2}}}+C T_{2}^{\frac{N-1}{2}} \epsilon^{\frac{N-1}{2}} \\
& -\alpha T_{1}^{2^{*}-1} \epsilon^{\frac{N-2}{2}}
\end{aligned}
$$

Assumption (6.5) yields the following expansion of $\int_{\Omega} Q(x) W_{\epsilon}^{2^{*}} d x$ :

$$
\int_{\Omega} Q(x) W_{\epsilon}^{2^{*}} d x=Q_{M} \int_{\Omega} W_{\epsilon}^{2^{*}} d x+o\left(\epsilon^{\frac{N-2}{2}}\right)
$$

We also have

$$
\int_{\Omega}\left|\nabla W_{\epsilon}\right|^{2} d x=S^{\frac{N}{2}}+O\left(\epsilon^{N-2}\right) \text { and } \int_{\Omega} W_{\epsilon}^{2^{*}} d x=S^{\frac{N}{2}}+O\left(\epsilon^{N}\right)
$$

Hence

$$
\max _{t \geq 0} J_{\lambda}\left(u_{\lambda}+t W_{\epsilon}\right)<J_{\lambda}\left(u_{\lambda}\right)+\frac{S^{\frac{N}{2}}}{N Q_{M}^{\frac{N-2}{2}}}
$$

for small $\epsilon>0$.

## References

[1] Adimurthi and G. Mancini, The Neumann problem for elliptic equations with critical nonlinearity, Nonlinear analysis, pp. 9-25, Sc. Norm. Super. di Pisa Quaderni, Scuola Norm. Sup., Pisa, 1991.
[2] Adimurthi and G. Mancini, Effect of geometry and topology of the boundary in critical Neumann problem, J. Reine Angew. Math., 456 (1994), 1-18.
[3] A. Ambrosetti and P.H. Rabinowitz, Dual variational methods in critical point theory and applications, J. Funct. Anal., 14 (1973), 349-381.
[4] A. Ambrosetti, H. Brezis and G. Cerami, Combined effects of concave and convex nonlinearities in some elliptic problems, J. Funct. Anal., 122 (1994), 519-543.
[5] H. Berestycki, I. Capuzzo-Dolcetta and L. Nirenberg, Variational methods for indefinite superlinear homogeneous elliptic problems, NoDEA Nonlinear Differential Equations Appl., 2 (1995), 553-572.
[6] J. Fernández Bonder, E. Lami Dozo and J.D. Rossi, Symmetry properties for the extremals of Sobolev trace embedding, Ann. Inst. H. Poincaré Anal. Non Linéaire, 21 (2004), 795-805.
[7] H. Brezis and E. Lieb, A relation between pointwise convergence of functions and covergence of functionals, Proc. Amer. Math. Soc., 8 (1963), 286-490.
[8] J. Chabrowski and M. Willem, Least energy solutions of a critical Neumann problem with weight, Calc. Var., 15 (2002), 41-431.
[9] J. Chabrowski, S. Filippas and A. Tertikas, Positive solutions of a Neumann problem with competing critical nonlinearities, Topol. Methods Nonlinear Anal., $\mathbf{2 8}$ (2006), 1-31.
[10] J. Chabrowski, On the nonlinear Neumann problem involving the critical Sobolev exponent on the boundary, J. Math. Anal. Appl., 290 (2004), 605-619.
[11] J. Chabrowski, The critical Neumann problem for semilinear elliptic equations with concave perturbations, Ric. Mat., 56 (2007), 297-319.
[12] M. Chipot, M. Chlebik, M. Fila and I. Shafrir, Existence of positive solutions of semilinear elliptic equations in $\mathbb{R}_{+}^{N}$ with a nonlinear boundary condition, J. Math. Anal. Appl., 223 (1998), 429-471.
[13] M. Chipot, M. Fila and I. Shafrir, On the solutions to some elliptic equations with nonlinear boundary conditions, Adv. Differential Equations, 1 (1996), 91-110.
[14] I. Ekeland, On the variational principle, J. Math. Anal. Appl., 47 (1974), 234-353.
[15] C. Flores and M. del Pino, Asymptotic behavior of best constants and extremals for trace embeddings in expanding domains, Comm. Partial Differential Equations, 26 (2001), 2189-2210.
[16] J. Garcia Azorero and I. Alonso Peral, Some results about the existence of a second positive solution in a quasilinear critical problem, Indiana Univ. Math. J., 43 (1994), 941-957.
[17] J. Garcia Azorero, I. Alonso Peral and J.D. Rossi, A convex - concave problem with nonlinear boundary condition, J. Differential Equations, 198 (2004), 91-128.
[18] P.L. Lions, Concentration - compactness principle in calculus of variations, The Limit Case 1, Rev. Mat. Iberoamericana, 1 (1985), 145-201.
[19] J. García-Melián, J.D. Rossi and J.C. Sabina de Lis, Existence and uniqueness of positive solutions to elliptic problems with sublinear mixed boundary conditions, Commun. Contemp. Math., 11 (2009), 585-613.
[20] J.C.N. Pádua, E.A.B. Silva and S.H.M. Soares, Positive solutions of critical semilinear problems involving a sublinear term at the orgin, Indiana Univ. Math. J., 55 (2006), 1091-1111.
[21] D. Pierrotti and S. Teracini, On a Neumann problem with critical exponent and critical nonlinearity on the boundary, Comm. Partial Differential Equations, 20 (1995), 1166-1187.
[22] X.J. Wang, Neumann problem of semilinear elliptic equations involving critical Sobolev exponents, J. Differential Equations, 93 (1991), 283-310.
[23] Z.Q. WANG, Nonlinear boundary value problem with concave nonlinearities near the origin, NoDEA Nonlinear Differential Equations Appl., 8 (2001), 15-33.
[24] P. Winkert, Constant-sign and sign-changing solutions for nonlinear elliptic equations with Neumann boundary values, Adv. Differential Equations, 15 (2010), 561599.

## Jan Chabrowski

Department of Mathematics, The University of Queensland
St. Lucia 4072, Qld, Australia
E-mail: jhc@maths.uq.edu.au

